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Abstract

The dynamical hypothesis has served to explore the ways in which cognitive agents can be under-
stood dynamically and considered dynamical systems. Originally used to explain simple physical sys-
tems as a metaphor for cognition (i.e., the Watt governor) and eventually more complex animal sys-
tems (e.g., bird flocks), we argue that the dynamical hypothesis is among the most viable approaches
to understanding pressing modern-day issues that arise from collective human behavior in online
social networks. First, we discuss how the dynamical hypothesis is positioned to describe, predict, and
explain the time-evolving nature of complex systems. Next, we adopt an interdisciplinary perspective
to describe how online social networks are appropriately understood as dynamical systems. We intro-
duce a dynamical modeling approach to reveal information about emergent properties in social media,
where radicalized conspiratorial beliefs arise via coordination between user-level and community-level
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comments. Lastly, we contrast how the dynamical hypothesis differs from alternatives in explaining
collective human behavior in social networks.

Keywords: Dynamical hypothesis; Complex systems; Social networks; Wavelet analysis; Radicaliza-
tion; Sentiment; Coordination

1. Introduction

The dynamical hypothesis in cognitive science forwards the notion that cognitive agents
both qualify as dynamical systems and are properly understood dynamically (van Gelder,
1998). In the three decades from which this hypothesis was forwarded, cognitive science has
incorporated dynamical accounts of cognitive activity ranging from linguistics, motor control,
psychophysics, and sensation and perception (for review, see Favela, 2020). Yet, the dynami-
cal hypothesis has been largely constrained to explaining single human cognitive agents, with
some social psychological research extending the hypothesis to dyads or small groups (e.g.,
Marzoratti & Evans, 2022; Vrzáková, Amon, & D’Mello, 2021). Even so, the dynamical
hypothesis is broadly applicable, not just to single agents or small groups, but to collective
human behavior arising by virtue of social networks. Given the increased complexity of social
psychological phenomenon in large networks of people, the dynamical hypothesis supports
new, foundational understandings of collective human behavior.

The need for dynamical accounts of collective human behavior is illustrated by the issue of
social media radicalization. Social media radicalization is the process of developing extreme
and violent ideologies, which often occurs when users immerse themselves within a nar-
row range of communities that share similar beliefs (Borum, 2011). Radicalization comes in
many forms (e.g., so-called “incel culture” [Salojärvi, Rantanen, Nieminen, Juote, & Hanhela,
2020], or conspiratorial beliefs about science), but a point of consistency is that radicalization
is inherently a time-evolving process (Alimi, Bosi, & Demetriou, 2012; Rousseau, Hassan,
& Oulhote, 2017) that progressively leads to extremism (Borum, 2011; Crossett & Spitaletta,
2010; Fernandez, Gonzalez-Pardo, & Alani, 2019; Schmid, 2013). Despite this fact, radical-
ization theories are typically described qualitatively and rarely empirically or dynamically
modeled (Necaise et al., 2021; Odag, Leiser, & Boehnke, 2019; Fernandez et al., 2019). Con-
sequently, little is known about individual users’ radicalistic trajectories or how user prac-
tices and platform politics coshape intergroup radicalistic perspectives as a situated interac-
tion (Rousseau et al., 2017, Matamoros-Fernández & Farkas, 2021; Smith, Blackwood, &
Thomas, 2020). This critical knowledge gap leads to no consensus as to which radicalization
theories are most promising (Dalgaard-Nielsen, 2010), and methods for detecting radical-
ization material remain imprecise (Panetta, 2022). Recent work has argued that our lack of
understanding about complex social networks is so vast that the study of collective human
behavior should be escalated to a crisis discipline like medical or climate sciences (Bak-
Coleman et al., 2021). Social media radicalization is but one example of how the study of
collective human behavior can be expanded by the dynamical hypothesis and provides new
applications of the hypothesis originally forwarded 30 years ago.
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In this paper, we use social media radicalization as an entry point for exploring the applica-
bility of the dynamical hypothesis to collective behavior expressed in social media. We exam-
ine how the coupling between user and community text sentiment resonates within extrem-
ist social media networks. Using cross-spectrum wavelet analysis as one type of dynamical
analysis, we empirically reveal facets of large-scale sentiment coupling between community
members and generate novel insights on social media radicalization and conspiratorial beliefs.
Cross-spectrum wavelet analysis is typically framed as exploring synchrony; however, social
media interactions are inherently asynchronous. Thus, we refer to our analysis as investigating
the coupling between the text sentiment of individual users and a radicalized online commu-
nity to acknowledge the temporal ambiguity of online interactions. We address the following
research questions (RQs):

RQ1. Do social media users demonstrate sentiment coupling with their online commu-
nities as a collective during text-based discussions?

RQ2. Does the degree of sentiment coupling between a user and an online community
correspond to levels of extremist community engagement and the use of language
associated with conflict?

RQ3. To what extent does coupling correspond to changes in language sentiment?
RQ4. To what extent do leader-follower dynamics between user and online community

vary based on community engagement?

2. Related work

2.1. Leveraging the dynamical hypothesis to understand complex systems

Van Gelder (1995; 1998) proposed the dynamical hypothesis as an alternative to the com-
putational approach to cognitive science, in which he argues that cognitive agents are not dig-
ital computers but dynamical systems (the nature hypothesis) and can and should be studied
dynamically (the knowledge hypothesis). Such cognitive agents can form multiple dynamical
systems as their properties interact with one another and with the surroundings in complex
ways. For example, the complex interactions between neurons in the brain can be viewed
as one dynamical system, while the interaction between the mind, the body, and its environ-
ment can be considered as another. Finally, the complex interactions between cognitive agents
themselves form a higher-level dynamical system from which collective behavior emerges.

In this context, the dynamical hypothesis is a framework for understanding both individ-
ual cognition and collective behaviors. Dynamical systems underlie numerous mechanical
and animal systems, for example, the Watt governor, human brain activity, or ant colonies
(Olfati-Saber, 2006). Van Gelder used the Watt governor as a metaphor for cognition as it
does not require a central computer to send commands to individual parts. The Watt governor
is a device with several interlocked components that interact to regulate the speed of steam
engines, and the system’s behavior is the result of local “decisions” made by each part as
opposed to a central controller (Favela, 2020). Similarly, bird flocks do not have a central
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commander; rather each bird changes its route based on the state of its neighbors, leading to
a collective behavior. In other words, collective behavior is an emergent pattern that arises
from interactions among individual parts through the process of self-organization (Strogatz,
2004). Consequently, analyzing isolated individuals in highly interactive environments does
not fully describe complex system behaviors. The dynamical hypothesis recognizes the nature
of collective behavior as an emergent property of a dynamical system and, therefore, directs
researchers to ask questions about how local behaviors can give rise to collective patterns.
Second, its epistemological proposal points out valuable analytical tools that researchers can
use to describe and predict collective behavior, such as dynamical modeling.

2.2. Applications of nonlinear dynamics to complex social media networks

The growth of social media and access to archival data from the internet has provided an
opportunity to examine collective behaviors at a scale that was not previously possible (Bak-
Coleman et al., 2021). Given the importance of social media for socializing and information
seeking (Akram & Kumar, 2017; Bak-Coleman et al., 2021), understanding the dynamics
underlying social media usage is highly valuable. Online social interactions play a role in
shaping our political (Tucker et al., 2018), medical (e.g., Allington, Duffy, Wessely, Dhavan,
& Rubin, 2021; Benoit & Mauldin, 2021), and societal views (Akram & Kumar, 2017). Thus,
the dynamics driving those influences have implications for public health and safety.

The common approach utilizes network analysis to quantify the structure and dynamics of
relationships within networks forming in social media (Blonder, Wey, Dornhaus, James, &
Sih, 2012; Bródka, Kazienko, Musiał, & Skibicki, 2012; Farine, 2018). With social network
analysis, researchers have described how information disseminates on social media (Luo &
Zhong, 2015; Panzarasa, Opsahl, & Carley, 2009), as well as how popular internet figures
exert influence (del Fresno García, Daly, & Segado Sanchez-Cabezudo, 2016). Similar meth-
ods (i.e., dynamic network analysis) have been used by Aydin and Perdahci (2019) to depict
the growth of an online health community and determine when that community transitioned
into a stable state in terms of the density of user relationships. Although network analysis is
a viable approach to understanding complex behaviors, it is limited to user relationships and
struggles with modeling network evolution (Farine, 2018).

Beyond network analysis, the application of dynamical analyses to social media data has
been relatively sparse, especially those that characterize nonlinear aspects of change. As with
social systems in the real-world, online social networks appear to be fractal with respect to
how they are structured (Tsugawa & Ohsaki, 2014) and how they attract activity (Much-
nik et al., 2013; Johnson, Faraj, & Kudaravalli, 2014). Systems that are fractal are geo-
metrically or statistically similar across multiple scales of behavior, and fractal analysis is a
method for quantifying that self-similarity (for an introduction to fractal analysis, see Brown
& Liebovitch, 2010). Leveraging insights about fractals forming in nature, fractal analysis has
been used to make inferences about the organizational complexity of social media communi-
ties (e.g., Oh, 2022). For example, Aguilera, Morer, Barandiaran, and Bedia (2013) applied
detrended fluctuation analysis, a method for quantifying fractals in time series, to examine
political movements on Twitter based on hashtag frequency, finding that political movements
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with fractal scaling tended to be more robust and longer lasting than those without. Although
dynamical analysis of social media behaviors has the potential to offer new perspectives, rel-
atively few studies (e.g., Necaise et al., 2021) have explored the topic of online radicalization.

2.3. Social media radicalization as a dynamical system

The importance of understanding and addressing dynamics within social media platforms
is exemplified by the problem of online radicalization. Social networks support radicalism
to an unprecedented degree by providing low publication thresholds, worldwide audiences,
and increased anonymity (Agarwal & Sureka, 2015; Bertram, 2016; Koehler, 2014; Mondal,
Silva, & Benevenuto, 2017; Tehrani, Manap, & Taji, 2013; Von Behr, 2013). Theories of
radicalization highlight its insidious and dynamic nature, whereby beliefs change gradually
through exposure to extremist material (Schmid, 2013).

In general, it is well-established that people alter their language to different contexts, often
to promote feelings of rapport or to gain attention (Eckert & Rickford, 2001; Giles, Tay-
lor, & Bourhis, 1973; Nguyen & Rose, 2011). Although changes in communication patterns
may seem trivial, cognition is often scaffolded on dialogical processes. People find out what
they think and feel by hearing themselves in conversation and having it reflected by others
(Alfano, 2013; Alfano, Carter, & Cheong, 2018; Doris, 2015; Wong, 2006), which can result
in normalizing attitudes and behaviors (Bjelopera, 2013). Research has extended these gen-
eral sociolinguistic insights to understand how users adapt in online communities, for exam-
ple, by becoming more uniform in language style, topics, and strategies over time (Cassell
& Tversky, 2005; Nguyen & Rose, 2011). User adaptation to online community standards is
driven by combinations of viewing behavior, feedback, and replies (Lampe & Johnston, 2005;
Sharma & De Choudhury, 2018). Although this previous work is foundational to understand-
ing influence in extremist networks, most research on radicalization focuses on content versus
process. However, to fully understand what pushes individuals toward extremist ideologies,
there remains a need for dynamical modeling of dialectical and other germane social media
processes (Borum, 2011).

The lack of dynamical modeling limits the development and validation of radicalization
theory. To date, a variety of theories outline unique stages of radicalization (Regehr, 2022;
Borum, 2011; Dalgaard-Nielsen, 2010; Decety, Pape, & Workman, 2018; Gill, 2007; Hafez
& Mullins, 2015; Moghaddam, 2005; Sageman, 2004; Silber, Bhatt, & Analysts, 2007; Sinai,
2012; Smith et al., 2016; Torok, 2013; Wiktorowicz, 2005; also see Crossett & Spitaletta,
2010 for review), and the diversity of these models highlight different aspects of radicalization
that must be examined empirically. Although these theories differ in many respects, they
describe the process of radicalization as having core similarities. Radicalization is described
as (1) a time-evolving process (dynamic; Alfano et al., 2018; Alimi et al., 2012; Ayanian,
Böckler, Doosje, & Zick, 2018; Baumann et al., 2020); (2) that is “not necessarily linear”
(Hardy, 2018); (3) emphasizing interconnectedness between components and scales, such as
users and online communities (systems); and (4) accounting for multifactorial processes of
interaction (complex; see Fig. 1).
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6 A. Necaise et al. / Topics in Cognitive Science 00 (2023)

Fig. 1. Complex dynamics of social media intergroup radicalization. Gray arrows show the process through which
social interaction features fuel user and online community intergroup radicalization. In turn, unidirectional black
arrows illustrate how the online community constrains user attitudes and social interactions (adapted from Parrott,
2002).

These common points of radicalization theories are aligned with a conceptual and method-
ological framework of social media radicalization as a dynamical system. Consistent with van
Gelder’s two-point dynamical hypothesis, radicalized social media networks: (1) qualify as
dynamical systems and (2) are properly studied as dynamical systems. Whereas the first point
is supported by prior theory and common conceptualizations of radicalization, the dynamics
leading to radicalization remain unclear due to the prior emphasis on qualitative and discrete
approaches (Baumann et al., 2020). Without empirical and dynamical modeling, it remains
unknown exactly which aspects of leading theories apply to social media. In this work, we
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demonstrate how a method associated with nonlinear dynamical systems theory provides new
insights into the dynamics of social media radicalization.

3. Method

3.1. Data collection

We selected a random sample of 246 users who participated in discussions in the
/r/Conspiracy Reddit community during 2022. Reddit is a social media platform where users
can create and maintain their own forum-based communities (i.e., subreddits) focused on dis-
cussing specific topics (Anderson, 2015). We selected Reddit for analysis because it is an
established source of social media radicalization (van Raemdonck, 2019) containing verbose
and topic-specific conversations (Medvedev, Lambiotte, & Delvenne, 2019). Furthermore,
Reddit provides users with pseudonymity, veiling their identity and potentially benefiting the
radicalization process (Cilluffo, Cardash, & Whitehead, 2006). The /r/Conspiracy subreddit
in specific is a community known for proliferating extreme conspiracy theories about science
and politics (Samory & Mitra, 2018). The sample size was determined according to a power
analysis for linear regression using G*Power 3.1 (Faul, Erdfelder, Buchner, & Lang, 2009)
with a small effect size (.05) and α = .05. Users were required to have at least 50 comments
in the community to be included in the study, excluding comments that were no longer acces-
sible. This cutoff provided a large enough sample size for the continuous wavelet transform
to achieve a maximum frequency scale of at least 16 (discussed below; Issartel, Bardainne,
Gaillot, & Marin, 2015).

Next, we used the Pushshift database and Reddit’s application programming interface (API)
to download every comment made by users in our sample within /r/Conspiracy since account
creation. To collect information about the social interactions these individuals participated in,
we also used the Reddit API to download the text content they responded to when making
their personal comments. Users could have made their personal comments in response to the
topic of a discussion thread or as replies to comments by other users. For simplicity, we refer
to comments made by users in our sample as user comments and the text they interacted with
as peer comments. Finally, we removed 12,375 (6.50% of the total) comments with less than
three words from the data set, as these comments consisted primarily of emojis and URLs. We
define a social interaction on the forum as the pairing of a user’s comment with the comment
of a peer that they interacted with when posting their personal comment. The final data set
contained 86,429 interactions (i.e., 172,858 total comments) within /r/Conspiracy.

3.2. Data processing

Two validated natural language processing (NLP) methods were applied to extract informa-
tion about the content of each interaction. The Linguistic and Word Count (LIWC-22; Boyd,
Ashokkumar, Seraj, & Pennebaker, 2022) dictionary is an NLP tool designed to evaluate the
psychological content of text. Using LIWC-22, we calculated the total number of words and
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8 A. Necaise et al. / Topics in Cognitive Science 00 (2023)

the percentage of “conflict” words (e.g., “fight” or “argue”) within each user and peer com-
ment. The LIWC-22 dictionary can also estimate the sentiment of text, but the results are
reported to be unreliable for short text passages (Boyd et al., 2022). To address this shortcom-
ing, we opted to use the valence-aware dictionary and sentiment reasoner (VADER; Hutto &
Gilbert, 2014) toolkit. VADER is a sentence-level analysis developed to analyze short blurbs
of text from social media and has been validated against human reviewers (Hutto & Gilbert,
2014). Sentiment scores from VADER are reported on a composite scale from −1 (most neg-
ative) to 1 (most positive) with scores of 0 representing neutral valence. An example of a
comment classified as positive is: “Thank you for the earnest response, I really appreciate it.”
On the other hand, an example of a comment identified as negative is: “He’s a shifty-eyed
[offensive language redacted], isn’t he?” After sentiment analysis, each user in the sample
had one set of time series containing the sentiment, word count, and percentage of conflict
words in their personal comments (e.g., one time series per data stream), and a second set of
time series with the same information of their peers’ comments aligned at the point of inter-
action. The length of each user’s time series corresponded to the number of interactions they
had within the community.

3.3. Cross-wavelet analysis

Wavelet analysis is a method for examining time series in terms of their underlying fre-
quency components. Frequency describes how quickly the values of a time series fluctuate
“up-and-down,” and multiple frequency components can be present in a single time series. In
our work, high frequencies correspond to rapid fluctuations in sentiment (e.g., a shift from
negative to positive) spanning several comments, whereas low frequencies refer to long-
term trends in sentiment spanning tens or hundreds of comments. We expect sentiment to
change rapidly depending on momentary interactions; however, it is also reasonable to expect
long-term trends in sentiment as users entrain to community norms. These slow- versus fast-
moving dynamics represent the “frequency components” underlying changes in sentiment,
and our goal is to untangle these processes using a multiscale wavelet analysis.

Specifically, we use cross-wavelet analysis to investigate the coupling between a user’s
comment sentiment on the conspiracy subreddit and the comments of their peers within the
community. Using cross-wavelet analysis, we “thin-sliced” (Ambady & Rosenthal, 1992)
users’ engagement with the online community by extracting their successive interactions to
understand broader cognitive processes as they unfold over time. Thin slices are brief sam-
ples of activity that can be used to make inferences about more general behaviors and beliefs
(Ambady & Rosenthal, 1992). Each user-to-peer interaction (e.g., a user commenting their
opinion in a discussion thread) qualifies as a thin slice, as they represent small intersections
of engagement with the online community that punctuate more prolonged scrolling, reading,
and “lurking” behavior when compiled.

Cross-wavelet analysis is a multiscale approach representing the similarities between two
systems by frequency, quantifying patterns otherwise hidden in the raw data. Cross-wavelet
analysis offers several advantages compared to simple correlations. First, wavelet meth-
ods provide additional information about nonstationary systems where different patterns of
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A. Necaise et al. / Topics in Cognitive Science 00 (2023) 9

Fig. 2. Example cross-wavelet analysis applied to one user’s comment sentiment and the comment sentiment
of their peers. Panel A contains the sentiment time series of user comments on the left and the sentiment time
series of peer comments on the right. Visual inspection reveals several common fluctuations between user and
peer comments, particularly at time points 0–40. Panel B contains the cross-wavelet plot with time on the x-axis,
period (e.g., frequency; the number of data points needed for a complete cycle) on the y-axis, and common power
depicted by color intensity. Significant regions of common power are circled in black. According to the left-facing
arrows in the plot, there is a slow-moving anti-phase relationship in the early sections of the data. This anti-phase
relationship is visualized in panel C by retaining only fluctuations occurring at a period of 11 and reconstructing
that specific frequency component.

behavior emerge over time, and the analyses can be implemented using linear or nonlinear
wavelet transforms (e.g., Heijmans & Goutsias, 2000). Therefore, it is an analytical tool well-
suited for describing nonlinear dynamical systems with frequent shifts in behavior. Second,
the analysis describes the magnitude of interaction between two systems by identifying points
of common power localized in both frequency and time. Finally, cross-wavelet analysis pro-
vides information about leader-follower dynamics with respect to phase difference (i.e., the
time-lag between changes in two systems). In our context, the phase difference describes
how social media users’ sentiment changes in time based on the sentiment expressed by their
community peers (see Fig. 2 for a practical example).
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10 A. Necaise et al. / Topics in Cognitive Science 00 (2023)

We computed the cross-wavelet transform between each user and their peer’s sentiment
using the “biwavelet” package in R (Gouhier, Grinsted, & Simko, 2018) with a Morlet mother
wavelet function (ω0 = 6). Significance testing was performed with a time-average test to
identify points of common high-power (i.e., covariance in time-frequency space) and nor-
malized by variance. These were periods when users and their peers’ sentiment fluctuated at
similar rates and intensities (see Fig. 2, panel B). To estimate the overall degree of sentiment
coupling exhibited by each user, we calculated the average common power within significant
regions of each cross-wavelet plot and considered higher common power as a measure of
increased coupling. We also extracted a relative phase (RP) angle from each user to describe
leader-follower dynamics. An RP angle of 0° would indicate the sentiment of user and peer
comments are in-phase (i.e., peaks in user and peer sentiment occur simultaneously), while
an RP of 180° represents an anti-phase relationship (i.e., peaks in user sentiment occur a
half-cycle prior to peaks in peer sentiment; see Fig. 2, panel C for an example anti-phase rela-
tionship). Values between 0° and 180° correspond to other intermediate lags in leading or fol-
lowing. In other words, the RP angle describes whether fluctuations in user sentiment follow
fluctuations in peer sentiment (or vice-versa) as well as the time lags of those relationships.
One method to describe RP would be to average the RP angles across all significant regions;
however, overaggregation can lead to misleading results if the leader-follower dynamics dif-
fer by frequency or time. Considering this, we opted to extract a singular RP angle from each
user’s highest point of common power between periods 8 and 16.

4. Results

4.1. Descriptives

The final sample contained 246 users from /r/Conspiracy with an average of 341.56 interac-
tions per user. User comments were generally neutral, contained a low percentage of conflict
words, and had an average length of 43.97 words per comment. Peer comments that users
interacted with tended to be more verbose, consisted of a slightly higher percentage of con-
flict words, and had an increased amount of negative sentiment compared to their own. Full
descriptive statistics and correlations are provided in Table 1.

4.2. RQ1. Do users demonstrate sentiment coupling with the extreme subreddit at the group
level?

First, we examined whether users of the conspiracy subreddit coupled their sentiment to
align with their peers at the community level. We established a randomized baseline by shuf-
fling each user’s time series to remove time dependence and repeated the cross-wavelet anal-
ysis described previously. We then compared the common power of each user’s real and shuf-
fled time series across all frequencies using a paired sample t-test. We found that common
power for the observed data (M = 2.53, SD = 0.30) was significantly higher than the shuffled
baseline (M = 2.41, SD = 0.37, t(245) = 4.19, p <.001, d = 0.38). Based on the estimated
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Table 1
Descriptive statistics for user interactions in /r/conspiracy

M (SD) 1 2 3 4 5 6 7

1. % Conflict Words (User) .46 (.22) —
2. % Conflict Words (Peers) .55 (.21) .30* —
3. Word Length (User) 43.97 (67.63) .03 −.05 —
4. Word Length (Peers) 61.52 (159.16) −.16* −.08 .31* —
5. Sentiment (User) −.02 (.10) −.31* −.28* −.03 .23* —
6. Sentiment (Peers) −.07 (.06) −.22* −.40* .02 .00 .35* —
7. Common Power 2.52 (.30) .16* −.09 .20* .12 .05 .02 —

Note. Pearson correlation coefficients are provided in the numbered columns. * indicates p < .05.

Fig. 3. Histogram showing the distribution of average common power between each user’s comments and the
comments of their peers.

effect size, there appeared to be a small amount of sentiment coupling at the group-average
level. Fig. 3 illustrates the distribution of common power, with some users exhibiting substan-
tial amounts of coupling, while others little-to-none.

4.3. RQ2–3. How does sentiment coupling correspond to engagement levels, conflict
language, and longitudinal changes in sentiment?

Next, we investigated how individual differences in sentiment coupling corresponded to
changes in user engagement within /r/Conspiracy and changes in sentiment over time. We fit
a linear regression model with average common power as the outcome (see Table 2). Total
comments and average comment word length were entered into the model as correlates of
community engagement. To estimate changes in sentiment over time, we used regression
to measure the change of sentiment for each user and peer comment as a function of time
and included those standardized coefficients as predictors in the current model. We found
greater sentiment coupling was associated with increased total comment count in the extremist
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Table 2
Regression model predicting average common power by comment count, language sentiment, usage of conflict
words, and word count. P-values lower than .05 are reported in bold.

Average Common Power

Predictors β Standardized CI p

(Intercept) 0.00 –0.11 to 0.11 <.001
Comment Count 0.29 0.17–0.40 <.001
% Conflict Words

(Peers)
–0.13 –0.25 to –0.02 .04

% Conflict Words
(User)

0.19 0.07–0.31 .002

Sentiment Trajectory
(Peers)

–0.16 –0.28 to –0.04 .01

Sentiment Trajectory
(User)

–0.05 –0.17 to 0.07 .41

Word Count 0.17 0.05–0.28 .005
Observations 246
R2/R2 adjusted 0.20/0.18

community (β = .29, p < .001) and those comments were more verbose (β = .17, p = .005).
Increased sentiment coupling was also associated with more frequent usage of conflict words
(β = .19, p = .002) but a lower percentage of conflict words in peer comments (β = −.13, p =
.038). Finally, we found that users with greater sentiment coupling were selectively engaging
with increasingly negative peer comments over time (β = −.16, p = .01).

4.4. RQ4. To what extent do leader-follower dynamics between user and online community
vary based on engagement with extremist communities?

Finally, we used the RP angle to determine the degree to which there were leader-follower
dynamics between users and peers. First, we binned the RP angles into 20° bins and used a
chi-square test to compare the distribution of RP angles in each user’s real versus shuffled
baselines. We found the distribution of RP angles differed significantly between the two con-
ditions (X2 = 28.23, p < .001) with the real data tending to reflect in-phase (i.e., around 0°)
relationships and the shuffled data exhibiting a more uniform distribution (Fig. 4). To exam-
ine whether RP differed by user engagement with the subreddit, we compared users with
high versus low comment counts. We split users into two groups based on median comment
count and applied a chi-square test to compare their RP angles. There were no significant
differences between users with high versus low comment counts (p > .05).

5. Discussion

Even though radicalization is an inherently time-evolving process (Alimi et al., 2012), lit-
tle research has examined the dynamics of radicalization (Fernandez et al., 2019). We took
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Fig. 4. Distribution of RP angle from moment of peak common power in each user’s real (right panel) and shuffled
(left panel) data. Points within the quadrant of the unit circle near 0° (e.g., between 45° and −45°) are essentially
in-phase and exhibit simultaneous peaks in user and peer sentiment. Points in the quadrant surrounding 180° (e.g.,
between 135° and 225°) can be thought of as anti-phase, meaning the peaks in user sentiment occurred during the
low points of their peers’ sentiment. Finally, points near 90° suggest that the community is leading changes in peer
sentiment, while points near 270° suggest that users are leading changes in community sentiment.

a step toward doing so, with the aim of elucidating processes underlying social media user’s
sentiment coupling with an extremist online community centered on conspiratorial beliefs, as
well as associations between coupling and indices of user extremism (i.e., degree of engage-
ment with the conspiratorial community and conflict language). Our findings show that users
engaged with extremist online communities are generally attracted to more verbose and neg-
ative content. At a group level, users of the conspiratorial subreddit adjusted the sentiment
of their comments to match that of their peers. Moreover, those who were more attuned
with their peers demonstrated increased levels of engagement with the extremist subred-
dit, interacted with more conflict-oriented content, and became increasingly negative over
time.

Taken together, dynamics of user-to-community sentiment coupling reveal processes of
radicalization that follow from engagement with extremist material, where conflict is a pri-
mary situational factor associated with developing extremism (McCauley & Moskalenko,
2008; Odag et al, 2019). The relationship uncovered between conflict language and sentiment
coupling is notable, as radicalization theory highlights how loneliness can be transformed into
anger through engrossment in echo chambers (Regehr, 2022). Moreover, conflict management
strategies that help individuals think critically about their moral conflicts with other groups
have been proposed as a deradicalization method (Feddes, Mann, & Doosje, 2015). The cur-
rent findings also suggest new possibilities for deradicalization using interventions aimed at
disrupting the dynamics underlying social media radicalization, for example, by increasing
the visibility of more positive and lower-conflict material. Although more research is needed
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to test potential mitigating strategies, understanding the dynamics of radicalization opens new
avenues for advancements in deradicalization.

Our study provides a brief demonstration of applying the dynamical hypothesis to under-
standing collective human behavior in social media networks. Consistent with the dynamical
hypothesis, radicalization is both defined as dynamic and aptly studied in terms of its state-
space evolution, where dynamical methods empirically support previously proposed theory
(van Gelder, 1998). Consistent with the original Watt governor problem used to illustrate
the dynamical hypothesis (van Gelder, 1998), our conceptualization of radicalization did not
require appeal to representations or computations. Instead, the dynamical approach empha-
sizes coupling between user and community within a system of variables that change inter-
dependently (see Fig. 1) and based on system parameters including linguistic features. Also
contrary to a mainstream computational approach to cognitive science that often shelves prob-
lems of embeddedness, the dynamical hypothesis allows social cognition to be contextual-
ized and understood within the environment that shapes information-gathering and resulting
beliefs (van Gelder, 1998). With the dynamical hypothesis previously applied to nonhuman
animal group behavior such as bird flocks and schools of fish (Olfati-Saber, 2006), as well as
a variety of human psychological and cognitive phenomenon, it follows that the dynamical
hypothesis can and should be applied to the new frontier of human behavior arising within
complex social media networks.

While this study focuses on multiresolution dynamic analysis of user engagement with an
extremist online community, the approach taken could be applied to study aspects of social
dynamics in many different domains. Future studies on social media radicalization could
investigate how extremist political ideologies and attitudes toward controversial topics are
related to changes in comment sentiment and user engagement at both the user and com-
munity levels. The methods introduced here are also applicable to topics outside of social
media radicalization, such as exploring the spread of misinformation in online communities
or examining the influence of online peer support on participant attitudes. Beyond measuring
affective coupling with cross-spectrum wavelet analysis, future research investigating social
media interactions through the dynamical hypothesis could analyze the qualitative state of
comments, how they evolve, and whether online communities converge to stable attractors.
Social media provides convenient access to high-resolution social interaction data; however,
there are emerging opportunities to explore collective behaviors in real-world contexts as
well. Given the increasing accessibility of sensor-based measures, the dynamical hypothesis
can be leveraged to understand how groups of people interact outside of social media, with
the potential to enrich human−computer interaction, social psychology, and urban analytics
research (Amon, 2015). These are just a few examples of how the dynamical hypothesis can
deepen our understanding of collective human behavior.

6. Limitations and future directions

There are several points to make about our applications of wavelet analysis on social media
data. First, although VADER has been referred to as the gold standard (Bonta & Janardhan,
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2019) for lexicon-based sentiment analysis on social media, it does not have perfect accu-
racy. The benefit of VADER was the ability to code large amounts of text, but our method
could be applied using machine learning for sentiment analysis or with objective metrics like
word count. Another consideration should be made for how we modeled conversations on the
forum as a series of inputs (peer comments) and responses (user comments), emphasizing the
iterative influence of social interactions. Modeling in this way can make it difficult to predict
the effect of missing data. We attempted to overcome this by relying on an archival database
to retrieve comments removed since the time of their posting. Other approaches could be
applied that mitigate against the effects of missing data, such as by averaging sentiment by
day to examine global trends.
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